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 1  Introduction

This System Requirements Document (SRD) will describe the requirements for the Central Instrumentation and Controls (I&C) element (WBS 6100) of the NSTX-Upgrade project (NSTX-U). This upgrade will include a new higher-performance center stack and a second neutral beam. The presentation at ref. 1 provides an overview of the upgrade project. The NSTX-U General Requirements Documents (refs. 2,3) include high-level requirements for I&C. This SRD will put these requirements in the context of the existing I&C system, which has been in operation for over 10 years.   The existing I&C computing diagram is shown on fig. 1 .

The I&C requirements for the (initial) design of the NSTX in 1997 are described in reference 4.  These requirements will not be repeated for NSTX-U; they still apply.  Rather,  this document will describe the I&C requirements for NSTX-U that exceed either the original requirements or the present capability of the NSTX I&C.  Specific aspects of the existing I&C system that require improvement will be shown.

The overarching requirements for I&C are:

· Improve I&C hardware and software to support the longer pulse length as described in the GRD (ref. 2).

· Acquire, store, and produce analyzed results with the same timeliness as currently provided.  This is in consideration of the additional data loads due to the longer pulse.

 2  References

1) Physics Design of the NSTX Upgrade, http://nstx.pppl.gov/DragNDrop/Scientific_Conferences/APS/APS-DPP_09/Contributed%20Posters/PP8.35-MenardJ-NSTXU_physics_design.pdf, retrieved July 9, 2010.

2) NSTX Center Stack Upgrade General Requirements Document, NSTX-CSU-RQMT-GRD-01, April 2010.

3) NSTX Second Neutral Beam General Requirements Document, NSTX-RQMTS-GRD-108, April 2009.

4) NSTX System Requirements Document for Central Instrumentation and Control, NSTX-SRD-6X-012, November, 1997.

 3  Requirements

The I&C requirements for NSTX-U will be described according to the original NSTX WBS6 elements:

· Central (Integrated) Process Control 

· Safety System 

· Control Room and Computing CenterReal-time Control 

· Networking 

· (Diagnostic) Data Acquisition, Data Storage and Management 

· Timing & Synchronization 

 3.1  Central (Integrated) Process Control

The Experimental Physics and Industrial Control System (EPICS) is an open-source software collaboration used at over one hundred of research facilities.  EPICS was initially developed at Los Alamos National Laboratory.  EPICS is used for integrated control of NSTX. It interfaces with numerous engineering subsystems.  These typically use Programmable Logic Controllers (PLC) and CAMAC for input/output, and provide data acquisition via CAMAC and PC-based systems.  

The current NSTX EPICS system will require hardware and software changes to support:

a) New (WBS5) Firing Generators and Fault Detectors.

b) Second neutral beam line. 

c) Some combination of CAMAC upgrades and replacements to accommodate the longer pulse length:

· local CAMAC memory upgrade.

· improve data acquisition performance (throughput).

· CAMAC system replacement. 

 3.2  Safety System

This system provides Personnel Safety through automated control of high-energy and hazardous subsystems and through access control to hazardous areas.   It is also referred to as the Hardwired Interlock System (HIS). The NSTX Chief Operations Engineer operates the system. The HIS is based upon  electro-mechanical relay logic and was built in the early 1980's for the Tokamak Fusion Test Reactor experiment; it was modified (downsized) for NSTX during construction.

a) The HIS will be modified to restore support for a second neutral beam. 

3.3 Control Room and Computing Center

The control room provides a common area where operating engineers, physics leaders, and diagnosticians can effectively work together to operate the NSTX.  It has over 50 computer workstations and a few pieces  of diagnostics' equipment. It also includes a 40-foot wide display wall where multiple users can share visualizations and x-windows from their workstations.  

The NSTX computing center, also known as the Fusion Computational Center (FCC),  is located adjacent to the NSTX control room.  The FCC has online and development servers for MDSplus, EPICS, and other NSTX-computation and control computers.  In addition, there are computing clusters (pools),  the bulk data storage (SAN), and tape backup systems located in PPPL's main computing center, the PPLCC. 

a) The upgrade poses no new physical requirements upon the control room or computing centers.  These areas will require additonal computing and network capability which are described in the appropriate section of this SRD.

3.4 Real-time Control

The Plasma Control System (CS) provides real-time control of power supplies, fueling, and heating systems.  It is based on plasma control software from General Atomics, which is used at several fusion experiments worldwide. The CS has hundreds of input signals and dozens of output controllers, all sampled and controlled several times per millisecond.  There are numerous real time control algorithms operating on an 8-core computer. 

NSTX-U will present the CS with additional requirements:

a) The longer pulse length will use more memory on the real-time computer. 

b) Modication of the real-time input/output data format to support new (WBS5) firing generators.

c) Additional TF  power supply measurements will be needed.  Furthermore, additional PF coils are planned as a future upgrade

· More real-time control algorithms.

· Existing real-time algorithms and server programs will become more complex.

· More input and output data and larger (bytes) reference waveforms.

3.5 Networking 

NSTX uses the general PPPL (lab) networking infrastructure, which includes twisted pair and fiber optic cabling, network switches, routers, firewalls, network access hardware and software.  These components are operated and maintained by PPPL's Information Technology group. The network uses VLANs to isolate network traffic and controls user and equipment access.  There is a separate "NSTX Control Systems" VLAN for selected systems.  

Due to the longer pulse length the data sets will be larger for NSTX-U:

a) The network between the NSTX Test Cell and the NSTX computing centers (FCC, PPLCC) will need to be upgraded from the current 1 Gbit capability, which is presently operating at 'saturation' conditions.

3.6 (Diagnostic) Data Acquisition, Data Storage and Management 

The (diagnostics) data acquisition system is based on the collaborative MDSplus software,  developed  the Massachusetts Institute of Technology. MDSplus provides a mechanism to configure, acquire, store and analyze experimental data. It is used at dozens of fusion experiments and is a defacto standard in the fusion community.   NSTX's MDSplus system supports CAMAC, PC-based, and other types of data acquisition equipment.  

All NSTX data, for the life of the machine, is immediately available via an enterprise-class Storage Area Network (SAN).  A tape robot provides daily data backup and the tapes are periodically shipped to an offsite facility.   PPPL's IT group manages a 'pool' of Linux computers dedicated to NSTX data analysis.  A VMS cluster is also available for legacy data analysis programs.

The current MDSplus system will require  hardware and software changes to support the longer pulse length:

a) Acquire, transfer, analyze and store more data, in the same amount of time that is presently (pre-NSTX-U) used.

b) The computing 'pool' will need an upgrade to provide greater computational capability.

c) Some combination of CAMAC upgrades and replacements:

1. local CAMAC memory upgrade.

2. CAMAC system replacement.

3.7 Timing & Synchronization 

The Timing and Synchronization (T&S) system is used to synchronize the control and data acquisition equipment for the NSTX experiment.  It is deployed throughout the NSTX facility at C and D-Sites using twisted pair and fiber optic cables, and specialized hardware.  It provides site-wide synchronicity on the order of 10 microseconds.

The current system is based on the TFTR project's circa-1980 CAMAC solution.  With the proliferation of more non-CAMAC data acquisition and control systems the need for a non-CAMAC T&S solution is growing.  The Universal Networked Timer (UNT) is an FPGA-based timing system which has been prototyped and used on NSTX since 2006.  

a) Complete the UNT (or similar) design and deploy to support non-CAMAC data acquisition systems.

4 Figures

 Figure 1 : I&C Computing Diagram 
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Figure 1 : I&C Computing Diagram 
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